Evaluation of a new approach for modelling the screw–bone interface in a locking plate fixation: A corroboration study

Mehran Moazen¹,², Jonathan H Mak¹, Alison C Jones¹, Zhongmin Jin¹,³, Ruth K Wilcox¹ and Eleftherios Tsiridis⁴,⁵,⁶

Abstract
Computational modelling of the screw–bone interface in fracture fixation constructs is challenging. While incorporating screw threads would be a more realistic representation of the physics, this approach can be computationally expensive. Several studies have instead suppressed the threads and modelled the screw shaft with fixed conditions assumed at the screw–bone interface. This study assessed the sensitivity of the computational results to modelling approaches at the screw–bone interface. A new approach for modelling this interface was proposed, and it was tested on two locking screw designs in a diaphyseal bridge plating configuration. Computational models of locked plating and far cortical locking constructs were generated and compared to in vitro models described in prior literature to corroborate the outcomes. The new approach led to closer agreement between the computational and the experimental stiffness data, while the fixed approach led to overestimation of the stiffness predictions. Using the new approach, the pattern of load distribution and the magnitude of the axial forces, experienced by each screw, were compared between the locked plating and far cortical locking constructs. The computational models suggested that under more severe loading conditions, far cortical locking screws might be under higher risk of screw pull-out than the locking screws. The proposed approach for modelling the screw–bone interface can be applied to any fixation involved application of screws.
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Introduction
Clinical failure of bone fracture fixation constructs is not common but still occurs.¹⁻⁴ This has generated interest from both the biomechanics and orthopaedic trauma communities to investigate the strength and stability of fracture fixation constructs.³⁻¹³ There are several failure mechanisms of these constructs, such as plate failure, screw shaft bending, screw breakage or screw pull-out.¹⁻³ Screw pull-out, although not common, can occur in cases of poor bone quality,¹⁴ peri-prosthetic fracture fixations where the presence of a prosthesis may necessitate the use of unicortical screws or where non-locking screws are used. Therefore, a number of studies have been carried out to investigate various design features of screws.¹¹,¹³⁻¹⁶ Experimental pull-out tests on a single screw in cadaveric or synthetic bones have been widely used to find out the optimum screw design.¹⁷⁻²⁰ Such tests provide invaluable information on the performance of a single screw; however, our understanding of the pattern and magnitude of the
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load distribution between screws in a fracture fixation construct is still limited.\textsuperscript{21}

Computational models based on the finite element (FE) method have potential to assess the performance of screws in fracture fixation constructs. One of the challenges in modelling these constructs arises from defining the screw–bone interfaces. While incorporating screw threads would be a more realistic representation of the physics,\textsuperscript{18,20,22–24} this approach can lead to models that are computationally expensive to solve due to the high mesh densities required when a number of screws are used. Several authors have instead suppressed the threads and modelled the screw shaft with fixed conditions assumed at the screw–bone (or cylinder–bone) interface,\textsuperscript{25–27} which is referred to here as the ‘fixed’ condition. However, this approach can lead to an overestimation of the construct stiffness, and it is difficult to estimate the magnitude of the pull-out forces that are experienced by each screw in the construct. Understanding the axial screw forces can potentially shed light on rationale behind the clinical screw pull-out cases\textsuperscript{1–3} and facilitate advances to overcome these challenges.

Therefore, the aims of this study were to (1) assess the sensitivity of the computational results to modelling approaches at the screw–bone interface, (2) propose and test a new approach for modelling the screw–bone interface and (3) implement the new approach to estimate the pattern of load distribution and the magnitude of the forces that are experienced by each screw, between two locking screw designs, in a diaphyseal bridge plating configuration. It should also be noted that the computational models were developed based on in vitro study of Bottlang et al.\textsuperscript{11} and corroborated against their results in this study. To ensure like-for-like comparison between the computational models in this study and the previously reported experimental models,\textsuperscript{11} the authors were contacted and they kindly provided us with all necessary information for this study.

Materials and methods

In the first step, FE models of locked plating (LP) constructs were developed in a diaphyseal bridge plating configuration (Figure 1). Various sensitivity tests were performed (Figure 2) to understand the effect of modelling the screw–bone interface and associated input parameters on the overall stiffness of this construct. Here, a new approach for modelling the screw–bone interface was proposed. In the second step, FE models of far cortical locking (FCL) constructs were developed based on the parameters that best fitted the experimental data of the LP case. The models were assembled to correspond to the experimental tests of Bottlang et al.\textsuperscript{11} on synthetic femoral diaphysis bone and were loaded under same magnitude and loading conditions (i.e. axial compression, torsion and bending).

Model development

Computer-aided design (CAD) models of the locking plate and the locking and FCL screws were provided by Bottlang et al.\textsuperscript{11} as described in their study. In brief, the plate had 11 holes, a thickness of 4.5 mm, a width of 17.5 mm and a length of 200 mm. The locking screws had a uniform outer diameter of 4.5 mm and a core diameter of 4 mm. The far locking screws had a section with a diameter of 3.2 mm, to avoid any fixation at the near cortex, and an outer diameter of 4.5 mm at the far cortex (Figure 1). To assess sensitivity of the FE results to the diameter of the modelled screws, locking screws were modelled with 4 and 5 mm diameters (sensitivity 2 in Figure 2). FCL screws were modelled with a 4 mm diameter (core diameter) at the far cortex. In all cases, screw threads were suppressed (Figure 1).

These implants were used to fix a transverse fracture, with a 10 mm fracture gap, in a cylindrical model replicating a non-osteoporotic femoral diaphysis with an outer diameter of 27 mm and a wall thickness of 7 mm.\textsuperscript{11} The modelled diaphysis is analogous to the medium-size fourth-generation composite Sawbones femur (#3403; Pacific Research Laboratories, Vashon, WA, USA). For each plating case, screws were placed in the first, third and fifth holes from the fracture site (Figure 1). The far locking screw fixations were arranged in a staggered 9° angle configuration (Figure 1). This configuration was used in the experimental study\textsuperscript{11} to increase the torsional stiffness of the FCL construct. The two construct fixations were assembled with a 1 mm gap between the plate and bone in SolidWorks (Dassault Systèmes SolidWorks Corp., Concord, MA, USA). These models were then exported to a FE package (ABAQUS v. 6.9; Simulia Inc., Providence, RI, USA).

Material properties

All sections were assigned isotropic material properties with an elastic modulus of 16.3 GPa for the synthetic bone\textsuperscript{28} and 110 GPa for the titanium plate and screws.\textsuperscript{27} Poisson’s ratio of 0.3 was used for all materials.\textsuperscript{27} These properties were chosen to match the study of Bottlang et al.\textsuperscript{11}

Interactions

The interface between the screw head and plate was fixed. Penalty-based contact conditions were specified at both the plate–bone interface and between the mid-shaft of the FCL screws and the bone at the near cortex with a coefficient of friction of 0.3\textsuperscript{29} and normal contact stiffness of 600 N/mm.\textsuperscript{30} It should be noted that plate–bone contact was not found to occur under the loading considered in this study.

Two approaches were tested for modelling the screw–bone interface in the locking constructs (sensitivity 1 in Figure 2): one where all relative movement was
prevented (‘fixed’) and one allowing micromovement at these interfaces (‘spring and contact’). Both approaches are illustrated in Figure 3. The latter approach was implemented using spring and contact elements. Here, sliding contact conditions were created between the screw and the bone, while screw pull-out/push-in was resisted by attaching two spring elements between the screw and the bone (as it is shown in Figure 3), allowing some relative movement at this interface. The spring elements spanned the length of screw where the thread would be embedded into bone, with the far cortex end attached to the screw and the near cortex end attached to the bone. It should be noted that (1) the spring attachment point on the bone for LP was on the near cortex and for the FCL was on the far cortex; (2) the spring forces were independent of the initial lengths (i.e. $F = K \times dL$, where $F$ is the force, $K$ is the spring stiffness and $dL$ is the difference between the spring length before and after loading); (3) any number of spring elements could have been chosen; however, since these are effectively attached in parallel to each other, the stiffness of each spring should be equal to the total stiffness.
divided by the number of springs. This approach required further assumptions in relation to the choice of contact and total spring stiffness parameters. Therefore, further sensitivity tests were performed.

Contact was modelled using a penalty-based contact condition with a frictionless coefficient and a normal contact stiffness. A frictionless contact was used since the spring elements constrained the transverse motion at the screw–bone interface. The normal contact stiffness was initially set to 600 N/mm based on the study by Bernakiewicz and Viceconti\textsuperscript{30} who found that this value for the titanium–bone interface closely replicated the subsidence of a cementless hip stem. This contact stiffness value was then altered to 300, 1000 and 6000 N/mm\textsuperscript{31} for sensitivity test 3a. The value of 600 N/mm was used as the baseline value since it led to a closer match to the axial stiffness experimental results; torsional and bending rigidities showed minimal sensitivity to this parameter. The friction coefficient was altered to 0.4 and 1 for sensitivity test 3b to cover the range of experimental data reported in literature\textsuperscript{32,33} (Figure 2). As a baseline value, springs were modelled with stiffness based on screw pull-out test of Zdero et al.\textsuperscript{19} This group reported an average ultimate pull-out force and work to pull-out of 6390 N and 6.5 J, respectively, for 4.5 mm screws on femoral diaphysis with similar mechanical properties to those used in this study. Based on these values, an elastic screw displacement of 2.034 mm was calculated (i.e. $(2 \times \text{work})/\text{load} = \text{displacement} - (2 \times 6.5 \text{ J})/6390 \text{ N} = 2.034 \text{ mm}$), and based on this displacement, a total stiffness of 3141 N/mm (i.e. load/displacement = stiffness – 6390 N/2.034 mm = 3141 N/mm) was calculated for both springs for the initial elastic pull-out of the screw. The total spring stiffness was altered to 2000 and 6300 N/mm for sensitivity test 3c (Figure 2); the tested range covered the experimental pull-out results reported in the literature.\textsuperscript{19} Note that any radial pre-stress at the screw–bone interface due to the screw insertion was not considered in this study.

In all cases, stiffness values were compared under three loading conditions (as described in section ‘Boundary conditions and loads’). The baseline values were used for all FCL models, except spring stiffness where the baseline value was halved, as screws are initially in contact with bone at just far cortex.\textsuperscript{19}

**Boundary conditions and loads**

The constructs were loaded under three loading conditions. Axial compression of 1 kN and torsion of 10 N m were applied separately to the proximal end of the bone. Here, a node was created at the centre of the most proximal section of the bone, and it was coupled with the surface area of the bone. This node was constrained under axial loading in $X$- and $Z$-axes while it was free to rotate in all directions; under torsion, all its degrees of freedom were constrained except rotation around $Y$-axis. The distal end was rigidly fixed. Four-point bending (around the $X$-axis – Figure 1) was modelled with the upper and lower supports separated by 290 and 400 mm, respectively,\textsuperscript{11} while the construct was loaded to generate constant bending of 10 N m across the plate. Here, the bone was constrained at the support point only along $Z$-axis (see Figure 1 for $X$-, $Y$- and $Z$-axes). The aforementioned boundary conditions were applied to replicate the experimental set-up.

**Mesh sensitivity**

Tetrahedral (C3D10M) elements were used to mesh all the components in a FE package (ABAQUS v. 6.9; Simulia Inc.). Convergence was tested by increasing the number of elements from 70,000 to 1,600,000 in five steps. The solution converged on the parameter of interest ($\leq 5\%$ – axial stiffness, torsional and bending rigidities as well as spring force) with approximately 400,000 elements. The spring forces converged at an element size of approximately 0.5 mm at the screw–bone interface.

**Simulations and measurements**

The models were solved and analysed in ABAQUS. The axial stiffness was calculated by dividing the magnitude of axial load by displacement of the proximal section of the specimens. Torsional stiffness was calculated by dividing the magnitude of torsion by the rotation around the diaphyseal axis. Torsional stiffness was
multiplied by the specimen length of 260 mm to derive torsional rigidity. Bending stiffness was expressed in terms of flexural rigidity as $EI = Fa^2 \times (3l - 4a)/12y$, where $F$ is the total applied force, $l$ is the distance between the lower supports (400 mm), $a$ is the distance between the lower and upper supports (55 mm) and $y$ is the displacement of the diaphysis at the applied load. Interfragmentary motion was quantified at the near and far cortices of the bone by determining the relative displacements in the frontal plane between the most distal point of the proximal fragment and the most proximal point of the distal fragment.

Results

Increasing the screw diameters by 1 mm (25%) led to an increase in axial stiffness and torsional and bending rigidities of the construct of 32%, 30% and 3%, respectively (Table 1 – fixed condition). A similar pattern of stiffness increase was found when increasing the diameter with the alternative screw–bone interface condition (Table 1 – spring and contact). Moving from the fixed to the spring and contact interface condition caused a reduction in axial stiffness and torsional and bending rigidities of the construct by 44%, 39% and 28%, respectively, based on the 4 mm screw diameter (Table 1).

Sensitivity tests on the input parameters for the spring and contact approach (with screw diameter of 5 mm) showed that increasing the normal contact stiffness, friction coefficient and spring stiffness each led to an increase in the axial stiffness and torsional and bending rigidities of construct (Table 2). Over the range of tested input parameters, axial stiffness and torsional rigidity were most sensitive to the normal contact stiffness (a maximum increase of 50% and 17%) followed by the friction coefficient (maximum increase of 17% and 8%) and spring stiffness (maximum increase of 5% and 0%). Bending rigidity was most sensitive to the friction coefficient followed by spring stiffness and normal contact stiffness (7%, 6% and 6%, respectively).

The load–displacement behaviour of LP and FCL constructs are compared in Figure 4, for both previous experimental tests and the current computational models (using the spring and contact approach). The models successfully replicated the experimental bilinear stiffness in the FCL case, with a predicted initial stiffness of 0.29 kN/mm and a secondary stiffness of 2.3 kN/mm (for a load >400 N). The initial stiffness of this construct was 90% lower than LP stiffness (3 kN/mm based on computational model).

Equivalent bilinear behaviour of the FCL was predicted under torsion, with a rigidity of 0.11 N m$^2$/deg initially, followed by a secondary rigidity of 0.41 N m$^2$/deg with a torsion >1 N m. Here, the FCL initial rigidity was 82% lower than the LP construct (0.6 N m$^2$/deg). In bending, the computational model did not predict a bilinear rigidity, yet it showed 13% reduction in rigidity compared to the LP (61.7 N m$^2$).

A comparison of interfragmentary motion between the LP and FCL construct types, under 200 N axial load, is shown in Figure 5. The LP construct showed less than 0.2 mm of movement at both cortices. Although the FCL construct showed more movement than the LP case, it remained less than 1 mm. The near cortex to far cortex interfragmentary motion ratios for the LP and FCL constructs were 0.4 and 0.92, respectively (Figure 5).

High levels of von Mises stress were observed under the considered loading conditions at similar positions to the points of failures in the experimental study. A qualitative comparison of the von Mises stress across the models is shown in Figure 6; here, dashed lines

<table>
<thead>
<tr>
<th>Locked plating</th>
<th>Computational (this study)</th>
<th>Experimental$^{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screw diameter (mm)</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Axial stiffness (kN/mm)</td>
<td>5.3</td>
<td>7.0</td>
</tr>
<tr>
<td>Torsional rigidity (N m$^2$/deg)</td>
<td>0.98</td>
<td>1.27</td>
</tr>
<tr>
<td>Bending rigidity (N m$^2$)</td>
<td>86.2</td>
<td>89.1</td>
</tr>
</tbody>
</table>

Experimental values are reported as the mean and the standard deviation.
highlight the experimental failure zone. Under axial loading, the bone in the experimental model failed around the most distal screw\textsuperscript{11} in a pattern comparable to the region of high level of stress that the computational model predicted. Under torsion, the LP screws failed at the plate–bone interface and FCL screws were bent; in both cases, elevated levels of von Mises stress were found in the screws. Under bending, bone failure occurred experimentally at either most proximal or most distal screw where also computationally a high level of stress was observed.

The spring forces, which represent the forces acting in the direction of the screw shafts, are shown in Figure 7 for the LP and FCL constructs. Under axial loading of 200 and 1000 N, the closest screw to the fracture side on the distal fragment (S4 in Figure 7) experienced the highest spring force. Comparing the LP and FCL constructs at this screw, the FCL showed 92% (under 200 N) and 25% (under 1000 N) increase in the total spring forces. Under torsion, the spring forces in the FCL construct were considerably higher than in the LP construct. For instance, under torsion of 1 and 10 N m at the screw number 4 (S4 – see Figure 7), the total spring forces for the FCL construct compared to the LP construct were over a hundred times (18.17 vs 0.17 N) and seven times (113.17 vs 15.21 N) higher, respectively.

Discussion

Computational models of LP and FCL constructs were developed based on in vitro models of Bottlang et al.\textsuperscript{11} Corroboration with experimental data was undertaken to build confidence in the results of the computational models.\textsuperscript{34,35} The general trends of experimental stiffness and fracture movement were replicated computationally. The computational models were used to investigate (1) the sensitivity of the FE results to modelling approaches at the screw–bone interface and (2) the pattern of load distribution between the screws in the LP and FCL constructs.

Sensitivity tests highlighted that modelling the screw–bone interface with the new proposed approach, and with cylindrical screws that matched the core diameter of the experimental screws, generally led to a closer agreement between the overall stiffness of the computational and experimental models in the LP construct. Therefore, the same conditions were used in modelling the FCL construct. These results also highlighted that ‘fixed’ modelling of the interfaces in computational models underestimated the potential screw–bone micromovements that are present in reality during elastic deformation and therefore led to an overestimation of the overall construct stiffness, for example, by 83% based on screw diameter of 4 mm for axial stiffness (Table 1). Such overestimation can vary depending on the applied loading to the system. Comparing the two approaches that were tested for modelling the screw–bone interface with a model...
including the threads was beyond the scope of this study and would require detail modelling of the threads. A recent study by MacLeod et al.\textsuperscript{36} found that in a model where threads were included, modelling the screw–bone interface with contact elements or ‘fixed’ condition led to similar predictions of the overall stiffness. However, they did not compare their results against any experimental data. Therefore, it is likely that modelling the threads in this study with the parameters used by MacLeod et al.\textsuperscript{36} would have generated results similar to the ‘fixed’ interface condition. Nevertheless, once threads are included in the model, still the interface conditions need to be determined and there would be parameters such as friction coefficient and normal contact stiffness to derive.

The results of the spring and contact sensitivity tests in the LP construct showed that axial stiffness and torsional rigidity were most sensitive to the normal contact stiffness. In solving the contact problem at each contact pair, overclosure is monitored at nodes and must be corrected at the contact surface. The magnitude of the required push back force is calculated based on the overclosure through a contact stiffness matrix.\textsuperscript{30} Contact stiffness depends on the shape, size and material properties of the construct and does not have any physical meaning.\textsuperscript{30} Higher values of contact stiffness can lead to an ill-conditioned numerical problem (over constraint issues and a higher number of iterations), while a low contact stiffness produces higher overclosure and contributes some degree of stress inaccuracy.\textsuperscript{30,37} This explains the sensitivity to contact stiffness of the presented results under axial load and torsion, which perhaps led to a greater degree of overclosure at the screw–bone interface. Under bending, the results were much less sensitive to the contact stiffness and more sensitive to the friction coefficient and spring stiffness (Table 2), which constrain the longitudinal movement of the screws. This added to the fact that fixed conditions (Table 1) led to closer agreement between the computational and experimental models under bending (86.2 vs 82.9 N m\textsuperscript{2}, respectively) suggest that the screw–bone interface under bending was under high longitudinal force and perhaps minimal radial overclosure.

Since the spring–contact approach generally fitted more closely to the experimental results,\textsuperscript{11} in the LP

---

**Table 3.** A comparison between the overall stiffness of LP and FCL constructs based on the computational and experimental\textsuperscript{11} models.

<table>
<thead>
<tr>
<th></th>
<th>Computational (this study)</th>
<th>Experimental\textsuperscript{11}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LP</td>
<td>FCL</td>
</tr>
<tr>
<td>Axial stiffness (kN/mm)</td>
<td>3.0</td>
<td>0.29/2.29</td>
</tr>
<tr>
<td>Torsional rigidity (N m\textsuperscript{2}/deg)</td>
<td>0.6</td>
<td>0.11/0.41</td>
</tr>
<tr>
<td>Bending rigidity (N m\textsuperscript{2})</td>
<td>61.7</td>
<td>53.4</td>
</tr>
</tbody>
</table>

LP: locked plating; FCL: far cortical locking.

Experimental values were given as the mean and the standard deviation; % reduction was calculated based on the initial stiffness of the FCL constructs.

---

**Figure 5.** Comparison of the interfragmentary motion between the computational and experimental\textsuperscript{11} models in LP and FCL constructs on the near and far cortices. Results obtained under axial loading of 200 N and for experiments are reported as the mean and the standard deviation.

LP: locked plating; FCL: far cortical locking.
Figure 6. Von Mises stress distribution. In the experimental models, under torsion, LP construct failed due to screw breakage at the plate–bone interface and FCL construct failed due to screw bending.
LP: locked plating; FCL: far cortical locking.
Dashed lines highlight the experimental failure zone.

Figure 7. Comparison of the spring forces between the LP and FCL constructs under axial load of (a) 200 N and (b) 1000 N and torsion of (c) 1 N m and (d) 10 N m. Positive values indicate push-in and negative values indicate pull-out. (e) The cross-section of the construct along the X-axis. (f) and (g) Deflection of the LP construct under axial loading of 1000 N and torsion of 10 N m.
LP: locked plating; FCL: far cortical locking.
Deflections are magnified 10 times.
construct, it was expected that a close agreement between the computational and experimental data in the FCL construct should be obtained. Also of interest was whether the new approach was capable of predicting the experimental differences between the two screw designs, in terms of stiffness and interfragmentary motion.

The computational model using the new approach predicted a bilinear axial stiffness behaviour, which was experimentally reported for the FCL construct (Figure 4). Comparing the initial stiffness of the FCL (0.29 kN/mm) with the LP (3 kN/mm) construct showed a 90% reduction in the former construct. This was comparable to the 88% reduction found experimentally (see Table 3). Although there were differences between the computational and experimental displacement data under axial loading in the FCL construct (Figure 4), a comparable pattern of torsional rigidity between the computational and experimental results was found. However, under bending, the computational models using the spring and contact approach (with baseline parameter values) were unable to predict the bilinear stiffness that was found experimentally for the FCL construct because the screw shaft did not come in contact with the near cortex. In fact, the new approach also underestimated the bending rigidity of the LP construct by 25% (see Table 3). But it should be noted that the experimental models showed an almost linear stiffness under bending with 15% difference between the initial and secondary stiffness in the FCL construct (59 and 68.1 N m², respectively). In terms of interfragmentary motion results, while there were differences (up to 47%) between the computational and experimental results, it was interesting that the near cortex to far cortex interfragmentary motion ratios for the LP and FCL for the computational and experimental models were almost the same (see Figure 5). The discrepancies between the results of experimental and computational models could be due to minor differences in, for example, the loading apparatus, material properties or measurement position (in the case of interfragmentary motion).

Despite the discrepancy between the computational and experimental models, both models captured the reduction in stiffness of FCL in comparison to the LP construct. Furthermore, computational models of both LP and FCL constructs qualitatively predicted high level of stress in the locations where experimental models failed. This provides confidence in the computational models despite the numerical discrepancies with the experimental models. It should be noted that since experimental strain measurement was not performed in the original experiments by Bottlang et al., it was not possible to directly corroborate the computational strain predictions, so only a qualitative contour plot of von Mises stress was presented in Figure 6.

The approach developed in this study to model the screw–bone interface (i.e. using spring and contact elements) allows us to, first, incorporate the elastic deformation that occurs at the screw–bone interface into the computational models that seems to better replicate the in vitro experimental model albeit considering that spring stiffness is based on experimental pull-out data. Second, it also estimates the axial resistive force between the screw and the bone from the spring forces. By predicting the forces that screws are experiencing in fracture fixation constructs, the performance of the screws can be optimized to reduce the risk of pull-out. Future studies need to be undertaken in this respect to find the optimum screw design in the case of poor bone quality or periprosthetic fracture fixations where there is higher risk of screw pull-out, and it is likely that the predicted axial screw forces would be increased compared to this study. In this study, the capability of the presented approach was shown in comparing the screw forces experienced by two different screw designs.

The difference in the total spring forces between the LP and FCL constructs was higher during the initial loading, corresponding to the initial stiffness, than during the secondary loading, for example, 92% versus 25% for S4 at 200 and 1000 N axial load, respectively. Also, there was a higher difference between the forces of two springs in each screw in the FCL construct compared to the LP construct, for example, 77% versus 4% for S4 at 200 N, respectively. Both aforementioned differences are due to the underlying design behind FCL screws that provide far cortical fixation (one cortex fixation) during the initial loading and that (1) progressively stiffen the construct as the screws come into contact with the bone at the near cortex and (2) undergo higher bending comparison to the locking screw (across X-axis as shown in Figure 1) that is captured in the differences between the forces of two springs (see Figure 7). Nevertheless, the spring forces were higher in the case of FCL compared to the LP constructs, suggesting that under more severe loading conditions, FCL screws might be under higher risk of screw pull-out than the locking screws. However, under axial loading of 200 N that corresponds to the toe-touch weight bearing recommended for the immediate postoperative period, the maximum spring forces of approximately −24 and −46 N (note negative values indicate pull-out) were predicted at screw number 4 (S4) for LP and FCL constructs (Figure 7(a)). The aforementioned spring forces are considerably lower than the ultimate pull-out force values reported by Zdero et al. for a 4.5 mm screw on femoral diaphysis with similar mechanical properties to those used in this study (i.e. 6390 N for bicortical screws). Nevertheless, care must be taken in using the spring forces reported here as these are clearly dictated by the spring stiffness values and the boundary conditions used in this study. Inexact modelling of these input parameters could lead to unrealistic transverse motion at the screw–bone interface. Estimating screw loosening under cyclic loading based on spring forces predicted in this study would be possible, but it would require further experimental data on cyclic loading of single screw pull-out.
There are a number of limitations in both experimental and computational models considered in this study. Perhaps the most significant are the following: (1) an idealized diaphyseal shaft was modelled where rigid distal fixation was assumed and effect of muscle forces was eliminated – these are likely to alter the loading condition applied to the construct – addition of the muscle forces would minimize the bending moments and lead to axial loading of the bone; these can potentially increase the predicted stiffness values\(^4\) and reduce the predicted spring forces presented in Figure 7. (2) An unrealistic fracture gap was used – orthopaedic surgeons aim to completely reduce the fracture gap, which would lead to an overall more mechanically stable construct, yet perfect fracture reduction is challenging. (3) The assigned material properties were those of synthetic bone fixed with a plate and screws made of titanium. A less stiff bone would reduce the overall stiffness values predicted in this study\(^1\) and is likely to increase the chance of screw pull-out. A stiffer plate and screw material, such as stainless steel, are likely to increase stiffness predictions and they would perhaps reduce the chance of screw pull-out (considering the unrealistic fracture gap) and mechanical failure. (4) Static loading was considered – where in reality, the fracture fixation construct is under cyclic loading and loss of system stiffness and fatigue failure can be an issue. However, perhaps as far as partial load bearing is applied, callus formation can occur\(^4\) that will reduce the fixation load bearing; further investigations in this regard are required. Furthermore, in the computational models, the screw insertion torque was not modelled. Insertion torque creates radial pre-stress that has local effect on the bone at the screw–bone interface but likely minimal effect on the overall construct stiffness of locking plates. In this study, computational models using different approaches of screw–bone modelling were capable of replicating the experimental models with less than 5% difference under axial loading and bending without including such pre-stress. However, under torsion, larger differences between the computational and experimental models were observed where the lack of radial pre-stress at the screw–bone interface could have been a contributing factor. Nevertheless, the assumptions made in this study were kept the same for both the LP and FCL constructs (in both the current computational and the referenced experimental models) to ensure that the comparison between the constructs remains valid and this is where the emphasis through this study was placed.

**Conclusion**

This article described development of a computational model of LP and FCL constructs in a diaphyseal bridge plating configuration based on the experimental tests of Bottlang et al.\(^1\) Several sensitivity analyses were performed on the aspects of modelling approaches at the screw–bone interface. A new approach for modeling the screw–bone interface was proposed and tested. The results highlighted that representing the screw–bone interface as a ‘fixed’ condition led to an overestimation of the overall construct stiffness. The proposed approach with ‘spring and contact’ elements led to closer agreement with the experimental stiffness data. Using the proposed approach, the pattern of load distribution and the magnitude of the axial forces that were experienced by each screw were estimated between the LP and FCL constructs. These models also showed that FCL screws might be under higher risk of pull-out compared to the locking screws under more severe loading conditions. The proposed approach for modeling the screw–bone behaviour can be applied to any fixation that involved application of screws.
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